
Preface

This is the 52nd report of a series of workshops
organised by the European Centre for the
Validation of Alternative Methods (ECVAM). The
main objective of ECVAM, as defined in 1993 by its
Scientific Advisory Committee, is to promote the
scientific and regulatory acceptance of alternative
methods which are of importance to the biosciences,
and that reduce, refine or replace the use of labora-
tory animals. 

The ECVAM workshop on the quantitative
structure-activity relationship applicability
domain was held at ECVAM on 29 September–1
October 2004, under the chairmanship of Andrew
Worth. The workshop was attended by experts
from academia, industry, international organisa-
tions and regulatory authorities. The aim of the

workshop was to review the state of the art of
methods for identifying the domain of applicabil-
ity of structure-activity relationships (SARs) and
quantitative structure-activity relationships
(QSARs), collectively referred to as (Q)SARs. The
report is intended to provide a source of input to
the development of an OECD Guidance Document
on (Q)SAR Validation. The report also makes rec-
ommendations for further research needed to
understand and apply the concept of the (Q)SAR
applicability domain (AD).

Introduction 

(Q)SARs are theoretical models that can be used to
predict the physicochemical, biological and environ-
mental properties of chemicals.
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A QSAR expresses in a mathematical form the
quantitative relationship that may exist between
the chemical structure of a series of chemicals and
their measured effect or activity. Multiple linear
regression analysis is often used as the method for
developing such a relationship, although partial
least squares (PLS) analysis, neural networks and
other mathematical tools are often used as well. A
SAR expresses the qualitative relationship between
a two-dimensional molecular fragment (structural
alert), or a three-dimensional arrangement of
molecular features (pharmacophore), and the pres-
ence or absence of a particular effect or activity.

As a result of recent policy developments in the
European Union (EU), it is expected that the use of
(Q)SARs for regulatory purposes will increase. On
29 October 2003, the European Commission (EC)
adopted a legislative proposal (1) for a new chemical
management system called REACH (Registration,
Evaluation and Authorisation of Chemicals), which
is intended to harmonise the information require-
ments applied to New and Existing Chemicals.
Annex IX of the legislative proposal for REACH
provides for the use of valid (Q)SARs for predicting
the environmental and toxicological properties of
chemicals, in the interests of time-effectiveness,
cost-effectiveness and animal welfare.

The development of valid (Q)SARs for human
health endpoints will also contribute to meeting the
needs of the Seventh Amendment to the Cosmetics
Directive (2). This lays down deadlines for the
replacement of animal tests via the gradual imposi-
tion of testing bans on cosmetics (i.e. products or
ingredients), which are reinforced by the gradual
imposition of marketing bans.

According to a recent assessment by the
European Chemicals Bureau (ECB), which, like
ECVAM, is part of the EC’s Joint Research Centre
(JRC), approximately 3.9 million additional verte-
brate test animals could be used as a consequence of
the implementation of REACH, if alternative meth-
ods are not accepted by regulatory authorities and
adopted by industry (3). However, a considerable
reduction in animal use could be obtained if alter-
natives were applied more extensively. According to
the ECB report (3), a “standard scenario” based on
the average acceptance of (Q)SARs and related
techniques (for example, read-across) would lead to
a saving of 1.3 million test animals, whereas the
maximum acceptance of these techniques would
enhance this saving potential to 1.9 million test ani-
mals.

The recent chemical policy developments are
placing an enormous challenge on (Q)SAR develop-
ers, regulators and the EC, and have raised the
need to develop internationally accepted guidance
on good (Q)SAR modelling practices. The JRC,
being responsible for the provision of independent
scientific advice to policy makers in the EU, estab-
lished an activity (called a “JRC Action”) on

(Q)SARs in January 2003, with the overall aim of
promoting the availability of valid (Q)SARs for reg-
ulatory use. One activity of the JRC Action on
(Q)SARs is the development of technical guidance
on (Q)SAR validation. This guidance document is
being developed within the framework of the
Organisation for Economic Cooperation and
Development (OECD) Group on (Q)SARs (4). 

In November 2004, the OECD Member Countries
adopted five principles for the validation of (Q)SAR
models for regulatory purposes, now referred to as
the OECD Principles for (Q)SAR Validation.
According to these principles, and in order to facili-
tate its consideration for regulatory purposes, a
(Q)SAR model should be associated with the follow-
ing information:

1. a defined endpoint;

2. an unambiguous algorithm;

3. a defined domain of applicability;

4. appropriate measures of goodness-of-fit, robust-
ness and predictivity; and

5. a mechanistic interpretation, if possible.

Principle 3 expresses the need to define an AD for
(Q)SARs. This need is based on the fact that
(Q)SARs are reductionist models, which are
inevitably associated with limitations in terms of
the types of chemical structures, physicochemical
properties and mechanisms of action for which they
can generate reliable predictions. 

The ECVAM workshop on the (Q)SAR AD was
organised to help to determine what types of infor-
mation are needed to define (Q)SAR ADs, and to
review the current status of methods for defining
the ADs of (Q)SARs. This workshop report is
intended to serve as a source of input to the OECD
guidance document on (Q)SAR validation, the aim
of which is to provide detailed guidance on how to
apply the (Q)SAR validation principles to various
types of models.

The Concept of the (Q)SAR
Applicability Domain

In the (Q)SAR field, the AD is widely understood to
express the scope and limitations of a model, i.e. the
range of chemical structures for which the model is
considered to be applicable. However, in the
(Q)SAR literature, it is not always apparent
whether (or to what extent) the AD concept has
been applied. In some cases, the AD concept is
implicit in the original publication; for example, the
model has been developed from a training set of
chemicals that belong to a single chemical class or

2                                                                                                                                          T.I. Netzeva et al.



ECVAM Workshop 52: (quantitative) structure–activity relationships                                                                               3

that are considered to share a common mechanism
of action. In other cases, the AD concept has been
explicitly defined. In such cases, the most com-
monly adopted approach has been to define the AD
of the model with structural rules and/or a range of
(continuous) descriptor variables (see, for example,
5). If continuous descriptor variables are used, it is
possible to define the AD in terms of coverage of the
training set in the model descriptor space (6). Such
approximations are statistically based, since inter-
polated estimates are considered to be more reliable
than extrapolated ones. 

Other approaches have been based on: a) the
application of multiple linear regression (MLR)
analysis in combination with the distance approach
(see, for example, 7); b) definition of a “tolerance
volume” around a model by using PLS analysis (8);
and c) decision tree analysis (9).

Various approaches for defining the AD have
been based on similarity analysis. A comprehensive
review of such approaches has been produced by
Nikolova & Jaworska (10). All of these approaches
are based on the premise that a QSAR prediction is
reliable if the chemical for which a prediction is
being made is “similar” to the compounds in the
training set. The assessment of chemical similarity
is not trivial, since the concept of “similarity” is
sometimes used in a subjective manner, and in
cases where the concept is used in a quantitative
manner, different measures of chemical similarity
have been proposed. Furthermore, in addition to
structural and/or physicochemical similarity, it is
also possible to consider similarity in terms of the
response and/or mode of action. 

The AD concept is applied in several commercially
available (Q)SAR prediction systems, including
MCASE (developed by Multicase Inc., Beachwood,
OH, USA), TOPKAT (developed by Accelrys Inc., San
Diego, CA, USA), and the Chem-Tox platform (devel-
oped by Leadscope Inc., Columbus, OH, USA). 

It can therefore be seen that, where the AD concept
has been applied, it has been applied in different ways,
depending on the type of (Q)SAR model and modelling
approach. Given the regulatory need for transparency
in the reporting of (Q)SAR models, including their
ADs, and given the diversity of approaches for defin-
ing an AD, it can be concluded that there is a need to
develop a single, but flexible, conceptual framework
capable of expressing the ADs of various types of mod-
els, developed by different approaches and possibly for
different purposes. Figure 1 summarises the multiple
aspects of the AD concept. For any given (Q)SAR, one
or more of these aspects could be relevant. For exam-
ple, a structural fragment could be used to derive a
qualitative model (SAR), but could also be used in a
quantitative manner to develop a QSAR. Figure 1
should not be over-interpreted to imply that certain
aspects are mutually exclusive: for example, it is pos-
sible to develop a QSAR based on structural descrip-
tors (count variables for the presence/absence of
specified structural features) and/or continuous phys-
icochemical descriptors. Furthermore, while (Q)SARs
are sometimes referred to as “mechanistically based”
or “statistically based”, this should be taken to reflect
the philosophy and approach adopted in the develop-
ment of the model, but does not imply that the two
types of models are mutually exclusive. In fact, many
(Q)SARs are both statistically and mechanistically
based.

A general definition of the (Q)SAR AD 

Taking into account the multiple aspects of the AD
concept, the authors of this report proposed the fol-
lowing general definition for the concept of the AD:

“The applicability domain of a (Q)SAR model is the
response and chemical structure space in which the
model makes predictions with a given reliability”.

Figure 1: Aspects of the (quantitative) structure-activity relationship ([Q]SAR) applicability
domain

Applicability domain

Descriptors

Structural Physico-
chemical Coverage Similarity SAR QSAR Mechan-

istic Statistical

AD approach Modelling method Philosophy



In this definition, chemical structure can be
expressed by physicochemical and/or fragmental
information, and response can be any physicochem-
ical, biological or environmental effect that is being
predicted.

The importance of the AD in the (Q)SAR life
cycle

The AD is an important consideration in all three
phases of the (Q)SAR life-cycle (development, vali-
dation and application), as illustrated by Figure 2.
The concept should be applied during model devel-
opment, to ensure that a domain is defined as
broadly as possible for a desired level of predictivity.
It should be noted that, for a model with a given
number of descriptors, there is generally a trade-off
between the breadth of the domain and the level of
predictivity. Thus, in general, one would either aim
to develop a model with broad applicability, sacri-
ficing to some extent the level of predictivity, or one
would aim to develop a model with narrow applica-
bility (for example, a specific class of chemicals), but
with greater predictivity. Both types of model,
sometimes (rather confusingly) called “global” and
“local” models, respectively, can be useful, depend-
ing on the desired application.

The AD is important during (Q)SAR validation,
in the sense that a predefined AD can be verified
and possibly refined. In particular, if an external
validation is being performed, predictions must be
made for compounds that do not form part of the
training set. However, to ensure that the external
“validation” set is appropriate for model validation,
the test chemical structures should fall within the
AD of the model, as deduced by analysis of the
training set. An open question is whether external
validation should also include chemical structures
that are considered to fall outside the defined AD,

to check whether the boundary is correctly defined,
and to investigate the effect of extending the AD on
the predictivity of the model. 

The ultimate reason for having a well-defined AD
is to assist the regulatory application of (Q)SARs to
particular chemicals. The decision to use a (Q)SAR
for regulatory purposes will generally require an
assessment of whether the chemical of interest (for
example, a chemical registered under REACH) fits
within the AD of the model. This is an essential
piece of information during the regulatory assess-
ment of chemicals, because it informs the model
user as to whether the endpoint of interest can be
reliably predicted for the chemical of interest.
Furthermore, in the case where multiple (Q)SARs
are available for a given chemical, the model user
may also wish to compare the reliability of the pre-
dictions made by different models.

“Mechanistic QSARs” based on
Physicochemical Descriptors

The term “mechanism of toxic action” can be
defined as the action of a toxicant at the molecular
level, whereas “mode of [toxic] action” refers to a
more general effect or physiological response at a
higher level of biological organisation. For example,
there is discussion of the mode of action of nar-
cotics, which is displayed at the organism level as a
general decrease in activity and, within this mode of
action, several distinct mechanisms are sometimes
considered (which may result from different inter-
actions at the molecular level; 11). In this report,
the terms “mechanism” and “mode of action” are
used interchangeably, even though “mechanism” is
sometimes used to provide a more detailed or lower-
level description of events in the cause-to-effect
chain than is “mode of action”.

Figure 2: The central place of the applicability domain in various stages of the (quantitative)
structure-activity relationship ([Q]SAR) life cycle

Model validationModel development Model application
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The terms “mechanistic” and “mechanistically
based” have been used in relation to toxicological
QSARs for about two decades, with different mean-
ings (12). Initially, the expression “different mech-
anism of toxic action” was used to explain outliers
to simple regression-derived acute toxicity QSARs
developed with data from a particular chemical
class. Subsequently, rules based on two-dimen-
sional structures were used to identify chemicals
considered to elicit toxicity by the same mechanism
or mode of action. As the number of potential
chemical descriptors increased, the term “mech-
anistically based” became increasingly used to
refer to QSARs developed by using descriptors that
were interpretable in terms of the physicochemical
properties they encoded and the causal link
between the physicochemical properties and the
endpoint modelled. Examples of “interpretable”
descriptors include the octanol–water partition
coefficient (logKow) for hydrophobicity, and the
energy of the lowest unoccupied molecular orbital
(ELUMO) for soft electrophilicity. Models based
exclusively on “interpretable” descriptors are often
referred to as “mechanistic QSARs”.

In principle, if one develops a mechanistically
based QSAR, it should be possible to define an AD
with data for fewer chemicals than would be the
case if one developed a QSAR that is only statisti-
cally based. In the development of a mechanisti-
cally based QSAR for a specific endpoint, it is
hypothesised that the endpoint is a function of cer-
tain physicochemical properties, because the end-
point results from a particular molecular
mechanism of action. Data on selected chemicals
can then be compiled to test the hypothesis for the
key physicochemical properties. If the additional
data support the hypothesis, there would be a
mechanistic aspect to the AD, and the boundaries
of the AD could probably be defined by using data
for fewer chemicals. 

In the development of a purely statistically based
QSAR, no assumptions are made about the cause of
the endpoint, or more than one cause is anticipated.
Thus, it is necessary to test a larger number of
chemicals to capture the variation in the descriptor
space before using statistics in the definition of the
AD.

There are relatively few regulatory endpoints for
which “mechanistic QSARs” have been proposed,
due to gaps in our understanding of underlying
mechanisms of action and the scarcity of high-qual-
ity data sets suitable for hypothesis testing. Two
examples are acute aquatic toxicity and skin sensi-
tisation. 

Mechanistic (Q)SARs for aquatic toxicity

In terms of their acute aquatic toxicity, the major-
ity of industrial organic chemicals are considered to

exhibit a narcosis mechanism of toxic action (13).
Narcotic chemicals cause only non-covalent and
reversible alterations at the theoretical site of
action, which is considered to be the cell membrane.
In the modelling of the narcosis mode of action,
octanol is often regarded as an appropriate surro-
gate for the target lipid, and the logKow is used as a
descriptor for the chemical interaction with the
membrane. The AD of a QSAR for narcosis can be
expressed either as a set of exclusion rules (i.e. all
compounds that do not fall in certain classes are
narcotics (14), or as a set of inclusion rules that
identify chemicals (not necessary classes) capable of
exhibiting the narcosis mode of action (5). The first
approach can be applicable to more chemicals, but
the AD risks being reduced by additional exclusion
rules, added to account for chemicals exhibiting
mechanisms that were not known or that were not
taken into account when the rules were developed.
The second approach can give a higher confidence
in the domain, but it may restrict the number of
chemicals that can be predicted by the model. 

As toxicity data sets grew larger with the testing
of more so-called “reactive” chemicals (i.e. chemi-
cals with measured toxicity significantly greater
than that predicted by narcosis models), the devel-
opment of QSARs took different approaches. In one
approach, QSARs were developed on the basis of
generic electrophilic and hydrophobic terms (the
response–surface approach), which sacrificed fit in
order to expand the AD while maintaining inter-
pretability of descriptors. In a second approach,
QSARs were developed on the basis of larger num-
bers of descriptors which sacrificed the inter-
pretability of descriptors in order to expand the AD,
while maintaining fit. A third approach was to
develop QSARs that represent well-studied molecu-
lar mechanisms of action, while maintaining both
fit and interpretability of descriptors. The ADs of
such QSARs were limited to narrowly-defined sets
of chemicals (defined in terms of classical organic
chemical reactions, such as Michael addition).

Mechanistic (Q)SARs for skin sensitisation

Another field where “mechanistic” QSARs have
been developed is the modelling of skin sensitisa-
tion. For chemicals that act as skin sensitisers, elec-
trophilic or pro-electrophilic behaviour is almost
always the key step in the mechanism of action.
Therefore, it is natural to group the chemicals into
ADs based on the various (pro)electrophilic mecha-
nisms, such as SN2 electrophiles, Michael-type
acceptors, SNAr electrophiles, activated esters, and
“poison ivy” type pro-electrophiles. 

As yet, there is no “global” QSAR for any of these
natural domains. In principle, it should be possible to
develop, for example, a “global Michael-type acceptor
QSAR” for skin sensitisation, covering, for example,
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α,β-unsaturated aldehydes, ketones, nitriles,
nitroaliphatics and sulphones. In practice, the devel-
opment of such a QSAR is difficult, because it most
likely requires extensive new testing. Therefore, the
modelling of skin sensitisation is often based on a set
of structure-based rules and QSARs for several
structural domains (for example, the aldehydes
domain and the sulphonate esters domain) which cut
across the natural mechanistic domains (15–17). For
example, the aldehydes domain cuts across Schiff
base formers (a domain which also includes non-
aldehydes such as diketones and pyruvate esters)
and Michael acceptors (a domain including many
non-aldehydes). Within a given structure domain, a
QSAR is typically developed for a “tested domain”,
i.e. a subset of chemicals that occupy a smaller region
of the descriptor space of the entire structure
domain.

Statistically Based QSARs Based on
Physicochemical Descriptors 

This section describes a variety of interpolation
methods that have been developed for statistically
based QSARs (6). Interpolation is a mathematical
term that describes the process of predicting the
value of a function at a point from its known values
at two or more surrounding points. Interpolation
methods make estimations from the training set of
data, which are represented as a set of points in n-
dimensional descriptor space, where n is the num-
ber of descriptors in the model.

An interpolation region in one-dimensional
descriptor space is simply the interval between the
minimum and the maximum values of the training
data set. Interpolation regions in multivariate
descriptor space are more complex. Four major
approaches have been recognised to estimate inter-
polation regions in multivariate space. These are
based on ranges, geometry, distances and probabil-
ity density distribution functions (6). 

Range-based methods

The simplest method for describing the AD is to
consider ranges of individual descriptors. This
defines an n-dimensional hyper-rectangle with
sides parallel to the coordinate axes. The data dis-
tribution is assumed to be uniform. Two limitations
of this approach are that interior empty space is not
detected and there is no correction for correlations
(linear or non-linear) between descriptors. 

Principal components analysis (PCA) is a mathe-
matical method in which the original data set is
transformed by rotation of the axes, to correct for
the correlations between the descriptors. The PCA
procedure involves centring the data around the
standard mean, and manipulating the covariance

matrix of the transformed data to form a new coor-
dinate system, in which the new axes, called princi-
pal components (PCs), are orthogonal to one
another. The PCs are aligned with the directions of
the greatest variations in the data set. An n-dimen-
sional hyper-rectangle can then be defined with
sides parallel to the PCs and with the data points
between the minimum and maximum value of each
PC. The hyper-rectangle also includes empty space,
but this is less empty than the hyper-rectangle
based on the original descriptor ranges.

A variation of the PCA domain is implemented as
the optimum prediction space (OPS) in the TOP-
KAT software (18). In the case of the OPS, the data
are also centred around the average of each param-
eter, and the PCA procedure is applied to generate
the new orthogonal coordinate system (called the
OPS coordinate system). The minimum and maxi-
mum values of the data points on each axis of the
OPS coordinate system define the OPS boundary.
In addition, to deal with data sets comprising non-
uniformly distributed data, the confidence of the
prediction is estimated in terms of the property sen-
sitive object similarity (PSS) between the training
set and a queried point. The PSS is the TOPKAT
implementation of a heuristic solution to reflect
dense and sparse regions of the data set. A “simi-
larity search” enables the user to check the per-
formance of TOPKAT in predicting the effects of a
chemical which is structurally similar to the test
structure. The user is also given literature refer-
ences to the original sources of information.

Geometric methods

The most straightforward empirical method for
defining the coverage of an n-dimensional set is the
convex hull, which is the smallest convex area that
contains the original set. This method is illustrated
in Figure 3, in which the two-dimensional inter-
polation space is defined by two descriptors (logKow
and acceptor delocalisability), which were found to
be important predictors of acute toxicity to fish
(19). Even within the convex hull defined by these
two descriptors, there are regions with a high den-
sity of data points, and regions where the data are
sparse. To address these limitations, more-sophisti-
cated methods for defining the domain have been
developed.

Calculation of the convex hull is a computational
geometry problem (20). Efficient algorithms for
convex hull calculation are available for two and
three dimensions, but the order of complexity (O) of
the algorithms also increases with increasing num-
bers of data points and dimensions. For n points
and d dimensions, the complexity is of the order of
O(n[d/2]+1). A disadvantage of this approach is that
potential empty spaces within the convex hull can-
not be identified.
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Distance-based methods

Distance-based approaches calculate the distance
from a query data point to a data set. The decision
as to whether a data point is close to the data set
depends on whether there is a criterion for the dis-
tance to be below a defined threshold. 

Regions at a constant distance are called iso-dis-
tance contours. The shape of the iso-distance con-
tours depends on the particular distance measure
used and the particular approach for measuring the
distance between a query point and a data set.
Examples of different approaches include: a) dis-
tance to the mean; b) average distance between the
query point and all data set points; and c) maximum
distance between the query point and all data set
points. 

Distance-based approaches can be used to sepa-
rate regions of varying density by imposing cut-off
values. However, these regions do not reflect the
actual information density of the data set, and the
cut-off values do not correspond with the density of
the data. 

Three distance-based approaches have been
found to be most useful in QSAR research, namely,
the Euclidean, Mahalanobis and city-block distance
measures (6). Related approaches are based on the
Hotellings test and the leverage, which is calculated
from the Hat Matrix.

Euclidean, Mahalanobis and city-block distances

The Euclidean distance is the square root of the
squared differences between corresponding ele-
ments of the rows (or columns) in the distance
matrix. This is probably the most commonly used
distance metric. The Mahalanobis distance is a
weighted Euclidean distance, where the weighting
is determined by the sample variance–covariance
matrix. The block distance is the sum of the
absolute differences between corresponding ele-
ments of the rows (or columns) in the distance
matrix. The block distance is also known as the city-
block or Manhattan distance. 

Methods based on the Euclidean and
Mahalanobis distance measures identify the inter-
polation regions by assuming that the data are nor-
mally distributed. In contrast to the Euclidean
distance, the Mahalanobis distance takes into
account the correlation between descriptor axes.
The city-block distance assumes a uniform distribu-
tion of data points. 

The Euclidean distance, calculated according to
Equation 1, places an equal weight on each dimen-
sion (descriptor) in the model data space. 

d(i,j) = Ïttttttttttttttt(xil – xjl)2 + (xi2 – xj2)2 + ... + (xip – xjp)2

(Equation 1)

where d(i,j) is the distance between two points i and
j; xip is the value of point i along axis p; and xjp is
the value of point j along axis p.

To increase the accuracy and relevance of the
similarity measure, a correction is made to account
for the fact that not all descriptors to the overall
model are equally important. A simple correction is
to use the weighted Euclidean distance (21), as indi-
cated in Equation 2:

d(i,j) = 
Ïttttttttttttttttttw1(xil – xjl)2 + w2(xi2 – xj2)2 + ... + wp(xip – xjp)2

(Equation 2)

where wn is the weight assigned based on the
importance of the nth descriptor in the model.

In Equation 2, the overall weights of the descrip-
tors in the QSAR model are used. These are
obtained by calculating the QSAR model coeffi-
cients with auto-scaled (mean-centred and vari-
ance-normalised) descriptors. The magnitude of
each resulting QSAR model coefficient reflects the
relative contribution of a single descriptor to the
calculated value of the modelled property. The
weights can be obtained by normalising all coeffi-
cients, so that the most important descriptor has a
coefficient of 1.0.

To compare the usefulness of conventional and
the weighted-Euclidean distances, a data set was

Figure 3: Representation of the
applicability domain by a two-
dimensional plot

The training data are represented by circles, and a new
chemical to be predicted by the model is represented by
the triangle. The training set was used to derive a two-
dimensional linear regression model for acute fish
toxicity on the basis of two descriptors: logKow and
acceptor delocalisability of the ether oxygen of the ester
group (19).
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compiled for a series of similar QSAR models for the
prediction of boiling points (21–23). Two main
observations were made. Firstly, the conventional
Euclidean distance did not always correctly deter-
mine when a chemical was in the domain of the
model (i.e. when it should be accurately predicted).
Chemicals with large distances could still be pre-
dicted accurately. In other words, a model would
not be considered to be applicable to these new
chemicals, despite the fact that it predicted them
accurately. Secondly, the use of weighted-Euclidean
distances improved this situation. In all cases
where the external prediction set member had a rel-
ative distance greater than 1.0, it also had a less
accurate prediction. 

These observations lead to two general conclu-
sions. Firstly, it is necessary to account for the
influence of each descriptor in the model when
quantifying similarity based on the model data
space. The descriptors do not contribute equally to
the model prediction, so they should not be
expected to contribute equally to the assessment of
molecular similarity. Such a modification appears
to avoid the discounting of a model when it is actu-
ally applicable to a new chemical. Secondly, it is
insufficient to determine molecular similarity only
in the model data space. It is possible that a new
chemical can be very similar to the training set
chemicals in all respects that the model considers,
but it could have an additional feature that also
affected the property in question, and that was not
properly accounted for by the model. 

Hotelling’s test and leverage

The Hotelling’s T2 statistic is the multivariate
equivalent of Student’s t statistic, and provides a
check for observations adhering to multivariate
normality (24). A similar statistic is the leverage
value (25), which is proportional to the Hotelling T2

and to the Mahalanobis distance. Both Hotelling T2

and leverage correct for co-linearity in the descrip-
tors through the use of the covariance matrix.

The model space can be represented by a two-
dimensional matrix comprising n chemicals (rows)
and k variables (columns), called the descriptor
matrix (X). The leverage of a chemical provides a
measure of the distance of the chemical from the
centroid of X. Chemicals close to the centroid are
less influential in model building than are extreme
points. The leverages of all chemicals in the data set
are generated by manipulating X according to
Equation 3, to give the so-called Influence Matrix or
Hat Matrix (H). 

H = X(XTX)–1 XT (Equation 3)

where X is the descriptor matrix, XT is the trans-
pose of X, and (A)–1 is the inverse of matrix A,
where A = (XTX). 

The leverages or hat values (hi) of the chemicals
(i) in the descriptor space are the diagonal elements
of H, and can be computed by Equation 4 (25).

hii = xi
T(XTX)–1 xi (Equation 4)

where xi is the descriptor row-vector of the query
chemical.

A “warning leverage” (h*) is generally fixed at
3p/n, where n is the number of training chemicals,
and p the number of model variables plus one. A
chemical with high leverage in the training set
greatly influences the regression line: the fitted
regression line is forced near to the observed value
and its residual (observed-predicted value) is small,
so the chemical does not appear to be an outlier,
even though it may actually be outside the AD. In
contrast, if a chemical in the test set has a hat value
greater than the warning leverage h*, this means
that the prediction is the result of substantial
extrapolation and therefore may not be reliable. 

The Hotelling T2 and leverage statistics can be
used in the assessment of whether test chemicals
fall outside the QSAR AD, as illustrated by
Gramatica et al. (26), Tropsha et al. (27), and
Eriksson et al. (8). The observation that a chemical
has a hat value greater than the warning leverage
indicates that the chemical falls outside the AD.
However, the observation that a chemical has a hat
value less than the warning leverage does not nec-
essarily indicate that the chemical falls within the
AD. Chemicals may also fall outside the AD, if they
are outliers as defined by their large standardised
residuals. To identify chemicals that are outside the
AD on the basis of both leverages and standardised
residuals, the Williams plot is sometimes used, as
illustrated in Figure 4. 

The model used for this illustration, taken from
Kulkarni et al. (28), uses three descriptors for 32
chemicals (six chemicals were excluded as outliers)
to predict acute toxicity to the fish, Pimephales
promelas, where p = 4, n = 32, and h* = 3 × 4/32
= 0.375. When the model was redeveloped (29) by
using a training and a test set, four points with
extreme leverages were identified on the Williams
graph (Figure 4a). Of these, one chemical (com-
pound 32) with a large leverage from the training
set, was predicted correctly, but would be expected
to have a disproportionate influence on the regres-
sion line, whereas three chemicals (compounds 37,
41, and 43) with a large leverage from the test set,
were not well predicted. At the same time, there
were several additional outliers which were not
identified on the basis of leverage alone (Figure 4b).
In the assessment of a new chemical for which a
prediction can be made, but for which there is no
experimental value, it is not possible to determine
the standardised residual, so the conclusion can
only be based on the leverage. Thus, the leverage
can be useful in identifying some of the chemicals
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Figure 4: Examination of outliers in a regression-based quantitative structure-activity
relationship

= training, = test.

a) Williams plot, i.e. plot of standardised residuals versus hat values, with a warning leverage of 0.375.

b) Plot of predicted versus observed toxicity.

Both plots were derived by re-analysis of data from Kulkarni et al. (28).
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that fall outside the AD, but it does not necessarily
identify all of them.

Probability density distribution-based 
methods 

The probability density function of a data set can be
estimated by parametric or non-parametric methods
(6). Parametric methods assume that the density
function has the shape of a standard distribution
(for example, a Gaussian or Poisson distribution).
Alternatively, a number of non-parametric tech-
niques are available which do not make any assump-
tions about the data distribution. Non-parametric
techniques allow the probability density to be esti-
mated solely from data by kernel density estimation
or mixture density methods. For the assessment of
QSAR ADs, emphasis has been on the investigation
of non-parametric techniques.

Probability density methods are the only meth-
ods capable of identifying internal empty regions
within the convex hull of a QSAR AD. Further-
more, if empty regions are located close to the con-
vex hull border, probability density methods can
generate concave regions to reflect the actual data
distribution. The first step is to estimate the prob-
ability density of the data set. Density estimation
is an area of extensive research, but most methods
focus on low dimensional (1D, 2D, 3D) densities,
unless some further assumptions are made (30).
An algorithm for multivariate kernel density esti-
mation has been developed by Gray & Moore (31,
32).

The next step after the probability density esti-
mation is to find the smallest region that comprises
some predefined fraction of the total probability
mass. The smallest interval (in 1D) or multidimen-
sional region (>1D), comprising (1-α)*100 percent
of the probability mass, where (0 < α < 1), is known
as the (1-α)-highest density region (HDR). A 90%
HDR is illustrated in Figure 5.

It is not a trivial task to calculate the HDR, because
it becomes increasingly computationally intensive for
higher dimensions, unless one assumes a Gaussian
model or another parametric distribution (33). An
example of probability density estimation applied to
the model of Dimitrov et al. (19) is illustrated in
Figure 6.

Another probabilistic approach for assessing the
AD of regression-based QSARs, based on the “joint
applicability domain”, has been proposed by T.
Aldenberg (unpublished results). In this approach,
the probability contours for the joint distribution of
X (predictor) and Y (response) is calculated on the
basis of the bivariate or multivariate distribution.
This is then used to identify data points as inside or
outside the domain.

Probability cuts-offs can be provided by the well-
known graphical device in exploratory data analysis
called the box-and-whisker (or simply box) plot (34).
For univariate empirical data, “near” outside val-
ues are characterised by being beyond 1.5 times the
interquartile range above the third quartile (or
below the first quartile). Extreme (“far”) outside
values are those located beyond 3.0 times the
interquartile range above the third quartile, or
below the first quartile. When a data set displays
several near or far outside values, it may contain
erroneous data, and/or the data may come from
another distribution (for example, a more skewed
distribution), in which case a transformation may
be needed.

The idea of “outside values” can be transferred to
the multivariate normal distribution. Points within
the (elliptical) contour that capture 99% of the
probability distribution are inside points. They are
in the “code green” zone. The points between this
boundary and the outer ellipse covering 99.99% of
the cases are “outside”. A model should be used for
those values with caution. This is the “code orange”
zone. Data points outside the outer ellipse are in the
“code red” zone. The model should not be used for
these predictions.

Figure 7 illustrates the joint applicability
domain of a single-descriptor QSAR, in which the
predictor is logKow and the response is muta-
genicity (log TA98). The original model by
Debnath et al. (35) was based on a data set of 88
chemicals. The labelled points are 18 chemicals
taken from Glende et al. (36). It can be seen that
eight of the labelled compounds fall in the “green
zone”, eight fall in the “orange zone”, and two in
the “red zone”. At present, the joint AD approach
has been found to be useful when applied to sin-
gle-descriptor QSARs. It is considered possible to
extend the joint AD approach to more-complex
models (involving the x-dependent conditional
distribution of Y), thus providing a more-sophisti-
cated estimate of the predictor (descriptor)
domain, but this needs further research.

Figure 5: Probability density and the 90%
highest density region (HDR)

d = the probability density corresponding to the upper
(a2) and lower (a1) limits of x, which define the
boundaries of the HDR. x defines the 1D property space.
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Statistical QSARs based on Structural
Descriptors 

It is important to discriminate between QSARs that
predict physical properties and those that predict
(bio)chemical activities, because there are concep-
tual differences between the two that affect the
assessment of their ADs. Physical properties (for
example, molecular weight, solubility, partitioning
properties) are global properties, in that every atom
of the molecule contributes to the observed prop-
erty, and while the relative locations of the atoms is
relevant, the effect is mostly limited to immediate
neighbouring atoms. The ability to define the ADs
of such QSARs is limited by lack of prior knowledge
of the contribution of the selected descriptors to the
properties of tested molecules. The applicability of a
QSAR is compromised when the values of one or
more descriptors fall outside the range of values
used in the derivation of the model.

Chemical and biochemical activities (for example,
chemical reactivity, metabolism, biodegradation,

some toxic and pharmacological properties, and
active membrane transport) are properties which
are determined primarily by a specific part of the
molecule. These properties result from a specific
“chemical functionality” that must be present in
the molecule, and which enables the molecule to
bind or react in a defined way. Thus, in contrast to
models for physical properties, not all molecules
will exhibit the biological property, since they need
the proper structural feature(s) to be active. If the
“chemical functionality” is unknown, or several
functionalities need to be present for the activity,
the ability to define the AD is complicated by the
difficulty of ensuring that the appropriate struc-
tural features are represented in both the training
and test sets.

The possible occurrence of unknown fragments in
a test set is inevitable when applying QSARs based
on structural fragments. It is widely accepted that
the accuracy of prediction for molecules with
unknown fragments is lower than the accuracy for
those that contain known fragments. Therefore, it is
considered important to inform the user of the

Figure 6: Interpolation region estimated with a kernel density approach

The training set was used to derive a two-dimensional linear regression model for acute fish toxicity on the basis of two
descriptors: logKow and acceptor delocalisability of the ether oxygen of the ester group (19). The triangle represents a
new chemical whose toxicity is to be predicted by the qualitative structure-activity relationship.
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QSAR model when an unknown fragment appears.
The generation of such a warning is given with
QSAR models in the MULTICASE platform.
MCASE (and MC4PC) evaluate the structural fea-
tures of a set of non-congeneric molecules and iden-
tify the substructural fragments, called biophores,
that are considered responsible for the observed
activity (37). Chemicals containing the same bio-
phore are grouped into subsets for which independ-
ent QSAR models are developed. The descriptors of
these models are called modulators, and consist of
fragments found within the individual sets, as well
as calculated transport, partitioning and quantum
mechanical properties that may be relevant to the
chemical activities of the individual biophores. The
result of this operation is a set of QSAR models for
the congeneric sets of molecules containing the
same biophore, which is identified as a “chemical
functionality” responsible for the observed property.
The validity of the model is expressed as the proba-
bility that the corresponding biophore is indeed
related to activity. Model predictions are also accom-
panied by an assessment of whether every group of
three bonded non-hydrogen atoms in the test struc-
ture has been seen and therefore evaluated by the
model builder, or not seen and therefore of unknown
effect on the prediction results (38, 39). 

Another way of expressing the AD of a QSAR
with structural fragments is by calculating similar-
ity measures. An example based on the experience
of Leadscope Inc. includes the generation of a warn-
ing for unknown substituents, as well as determi-
nation of whether a compound is sufficiently
similar to the training set. For the latter, the
Tanimoto score is calculated. A test compound or
the entire test set can be compared with the entire
training set. In Figure 8, a test set is compared with
the training set for two models. For each compound
in the test set, a pairwise similarity score is com-
puted. The median pairwise similarity within the
test set is then obtained for each test compound.
Next, for each compound in the test set, a pairwise
similarity score is calculated for all the compounds
in the training set. The median pairwise similarity
between the test and training sets is calculated for
each test compound. Figure 8 shows the correlation
of median similarities “within” the test set against
the median similarities “between” test and training
sets. Those compounds within the density ellipse
are structurally similar to those in the training set,
and can be considered to lie within the AD of the
model.

The AD of QSARs with structural fragments can
also be defined in terms of the coverage of fragmen-

Figure 7: Joint applicability domain of a single-descriptor quantitative structure-activity
relationship

The elliptical contours contain a given fraction of the bivariate normal probability mass: 50%, 99% (used as the AD)
and 99.99%. The model may be used for predictions lying inside the inner two ellipses (green zone). However, the model
should not be applied outside the outer ellipse (red zone), and should only be used with caution for predictions lying
between the outer two ellipses (orange zone).
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tal space. In this case, the above-mentioned inter-
polation methods (for example, ranges, distances,
leverages and probability density approaches) are
applicable. However, some data pre-processing is
generally needed, due to the nature of the data. For
example, a scaling of descriptors (for example, in
the range 0–1) is useful when the descriptors dis-
play different numerical ranges, to ensure that all
the variables have the same chance of influencing a
regression model. Another important pre-treat-
ment is to analyse the correlations between the
descriptors, and, if the descriptors are highly corre-
lated, to apply PCA to develop new orthogonal axes
(new descriptors).

A comparative study of different interpolation
methods (40) was applied to the Syracuse Research
Corporation (SRC) KOWWIN model for logKow pre-
diction, which uses the group-contribution method
(41). In this study, it was shown that the probabil-
ity density approach is more restrictive than the
range, distance and leverage methods. As a crite-
rion of success, the root mean square error (RMSE)
of the compounds from an external validation set
(the same for all methods) that fall in the AD of the
model was considered (at a cut-off threshold equal
to the lowest probability density value of a training
set data point). The result was not surprising, since
probability density approaches do not require
descriptors to be normally distributed, and are
therefore well suited for descriptors based on struc-
tural fragments. However, the result was also

attributed to a dramatic reduction in the number of
structures that were classified “in the AD” (nearly
half of the total number of chemical structures that
were considered to be in the AD by the other meth-
ods).

The SAR Applicability Domain 

The term SAR describes a qualitative relationship,
which means that no mathematical model needs to
be applied in order for a prediction for a new chem-
ical to be made. The simplest example is the struc-
tural alert. Although a SAR may be qualitative, it is
not necessarily the case that the derivation of the
SAR itself is achieved by non-statistical means. A
structural alert, for example, can be identified by
the automated statistical analysis of a training set
of chemicals or by expert judgement. In the former
case, useful structural alerts can be generated, even
in the absence of mechanistic understanding. In the
latter case, additional information relating to the
known or putative mechanism of action of a chemi-
cal can be considered, and this additional informa-
tion may compensate for gaps in the available data
set. 

An example of the structural alert approach has
been published by Ashby and co-workers for the
identification of chemicals with carcinogenic poten-
tial based on their DNA reactivity, either directly or
following metabolic activation (42, 43). Such struc-

Figure 8: Applicability domain based on a measure of similarity defined by Leadscope Inc.
(Columbus, OH, USA)

a) Global; b) aromatic amines.

= points with correct predictions; = points with incorrect predictions.
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tural alerts can be applied to new chemicals by
expert judgement, or can be incorporated into com-
puter systems (44). The automated use of structural
alerts facilitates their rapid and reproducible use in
the absence of human error.

Several computer systems for toxicity prediction
make use of structural alerts (in addition to rules
based on physicochemical properties). DEREK for
Windows (45) is an example of such a system, and is
used here for illustration purposes. Other systems
include HazardExpert (46), the OncoLogic carcino-
genicity prediction program (47), and the decision
support system for irritation and corrosivity devel-
oped by the German Bundesinstitut für
Risikobewertung (BfR), formerly called the
Bundesinstitut für gesundheitlichen Verbraucher-
schutz und Veterinärmedizin (BgVV; 48). 

DEREK for Windows is an expert system that
makes use of a knowledge base composed of struc-
tural alerts, examples and rules, each of which may
contribute to the toxicity predictions made by the
system. Each alert in the knowledge base describes
the relationship between a structural feature, or
toxicophore, and the toxicological endpoint with
which it is associated. When a chemical is
processed, the system reports any matches of alerts
present in the knowledge base with the query struc-
ture. For example, decanoyl chloride is predicted by
DEREK for Windows to be a possible skin sensitiser
in humans, as a result of the presence of alert
describing the relationship between a carboxylic
acid halide group and the occurrence of skin sensi-
tisation.

The AD for an alert of this type can be defined
simply in terms of the scope of the alert. If a chem-
ical contains the alert, then it lies within the
domain; if it does not contain the alert, then it lies
outside the domain, in which case no conclusion for
or against toxicity can be drawn. This scenario is
analogous to the situation with any QSAR model.
For example, a query chemical may lie outside the
AD of a QSAR describing the skin sensitisation of
carboxylic acid halides, either because it is a car-
boxylic acid halide, but possesses some property
which is not adequately represented in the model,
or because it is a member of an entirely different
chemical class. In either case, no conclusion can be
drawn about the skin sensitisation potential of the
chemical, because activity may still occur by some
entirely different mechanism.

The skin sensitisation alert for carboxylic acid
halides in DEREK for Windows is comparatively
simple in scope and, as a result, many chemicals
which contain this functional group will activate
the alert. In practice, it is unlikely that all such
compounds in the chemical universe will exhibit
skin sensitisation. However, in the absence of toxi-
city data for chemicals of sufficient structural diver-
sity, more-stringent constraints to the scope of the
alert cannot currently be defined. This is equivalent

to the generation of a QSAR model from a training
set of chemicals which identifies, for example, an
electronic descriptor as the primary determinant of
the observed biological activity. Other physico-
chemical properties, such as steric parameters, may
also be influential, but, unless sufficient variation
in these parameters is represented within the train-
ing set, their importance may not be identified dur-
ing development of the QSAR model. As a
consequence, a query chemical with steric proper-
ties which differ significantly from the chemicals in
the training set, would appear to lie within the AD,
but the resulting prediction could be unreliable.
More-refined alerts can be derived for chemical
classes where more toxicity data and other support-
ing evidence are available. Refinements of the alert
provide information on the boundaries of an alert,
and can take at least two forms. One type of refine-
ment refers to the presence of particular functional
groups and their locations, which leads to some
compounds within the general alert class being
excluded as active. Another type of refinement
refers to a range of physicochemical values, outside
which the alert is not considered a reliable indicator
of activity.

As an illustration of the association of physico-
chemical ranges with structural alerts, DEREK for
Windows makes use of SAR rules which are depend-
ent on physicochemical and toxicologically relevant
biological properties. For example, query chemicals
with a molecular weight above 1000 are considered
unlikely to result in oestrogenic activity, according
to reported screening filters (49). The rule con-
cerned in this case can be applied universally, on
the basis that a molecular weight can be unambigu-
ously calculated for any chemical of defined compo-
sition, and on the mechanistic understanding that
chemicals above a certain size will be physically too
large to bind to the oestrogen receptor. On the
other hand, the system considers that the likelihood
of skin sensitisation in humans is reduced for chem-
icals with a percutaneous absorption below
10–5cm/hour. Currently, percutaneous absorption is
determined from the Potts & Guy equation (50), as
applied to all chemicals for which molecular weight
and logKow values can be calculated. The algorithm
used to calculate the logKow value for use in the
Potts & Guy equation, can itself be considered a
QSAR model and will therefore be associated with
its own AD.

For QSARs, one approach for avoiding the inap-
propriate application of a model in cases where a
query chemical appears to fall within the AD,
involves the use of a similarity measure to compare
the query chemical with those present in the train-
ing set. This similarity measure should ideally
reflect the mechanistic basis of the QSAR, although
the use of structural analogy alone may be adequate
in situations where the mechanism is unclear. The
same approach could also be applied to the applica-
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tion of structural alerts for a particular query chem-
ical, provided that the training set for each alert is
available. Currently, each DEREK for Windows
alert includes links only to selected chemicals from
the training set, chosen to reflect the scope of the
alert, in the interests of conciseness and, in some
instances, data confidentiality.

The Applicability Domain of Decision
Trees and Decision Forests

This section addresses the definition of ADs for
models based on decision tree (DT) and decision for-
est (DF) approaches. 

An approach developed by Tong and colleagues
has been applied to a novel DF consensus modelling
method (51, 52), which uses the consensus predic-
tion of multiple, comparable and heterogeneous
DTs. The critical assumption in consensus model-
ling is that multiple models will effectively identify
and encode more aspects of the relationship than
will a single model. The DF method attempts to
minimise overfitting by combining DTs and by max-
imising the differences among individual DTs,

thereby cancelling some random noise. The
approach specifies the AD in terms of prediction
confidence and domain extrapolation. 

Prediction confidence is a measure of the cer-
tainty of prediction of a specific chemical. In the DF
method, prediction confidence is probabilistically
calculated for each unknown chemical by averaging
the predictions over all the DTs that are combined
to form the model. Figure 9 gives an example to
illustrate how prediction accuracy and prediction
confidence are related. Prediction accuracy is plot-
ted versus prediction confidence for both a DT and
a DF, for a problem where oestrogen receptor bind-
ing activity was modelled by applying 2000 runs of
10-fold cross-validation to a data set containing 232
chemicals (ER232). A strong trend of increasing
accuracy with increasing confidence is apparent for
both the DT and the DF, as is the substantially
higher accuracy for the DF across the entire range
of confidence levels.

Domain extrapolation is the prediction accuracy
for a chemical that is outside the training domain,
i.e. the model space defined by the training set
chemicals. Domain extrapolation can be probabilis-
tically calculated as the average Euclidian distance
that an unknown chemical’s descriptors in tree

Figure 9: Decision forest prediction accuracy versus confidence level for oestrogen receptor
binding

The statistics were calculated by applying 2000 runs of 10-fold cross-validation to a data set containing 232 chemicals.
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paths are outside the range of those same descrip-
tors, based on all chemicals in the training set that
determines the AD. Figure 10 shows the results of
evaluation of DF domain extrapolation for two
oestrogen receptor binding data sets, ER232 con-
taining 232 chemicals, and ER1092 containing 1092
chemicals. Specifically, Figure 10 compares the
overall prediction accuracy for chemicals within the
training domain with accuracy for chemicals falling
several degrees of extrapolation outside the focused
domain. In general, the further away the chemicals
are from the training domain, the smaller the pre-
diction accuracy, and the larger the data set, the
greater the degree of extrapolation for a given pre-
diction accuracy. 

Conclusions 

1. The validity of a (Q)SAR model depends on its
goodness-of-fit, robustness and predictivity. The
degree of predictivity needs to be considered in
conjunction with the breadth of the AD, since
there is generally a trade-off between the two.

2. When determining the properties of an individ-
ual chemical by means of a (Q)SAR, the AD of
the (Q)SAR is an essential piece of information
in judging the reliability of the prediction for
that chemical.

3. A general definition of the (Q)SAR AD is pro-
posed by the authors of this report, to cover dif-
ferent types of models and different types of
(statistical) modelling approaches. However, it is
recognised that the specific definitions for indi-
vidual models will be model-dependent. 

4. The starting point for the definition of any
specific (Q)SAR AD is the training domain, i.e.
the chemical space of the training set.
Therefore, to develop an adequate definition of
the AD of a given model, the full training set
comprising both structures and descriptors is
required. 

5. Despite the model-specificity of (Q)SAR ADs, a
single conceptual framework can be developed,
based on the various elements that can be
included in the definition of an AD. The ele-
ments identified so far, include the modelling
method (SAR, QSAR, decision tree), the philoso-
phy of the modelling approach (mechanistically
based, statistically based), the types of descrip-
tor used (structural, physicochemical), and the
general AD approach (coverage/interpolation,
chemical similarity). These elements are not
intended to be mutually exclusive, so the defini-
tion of a given AD could be composed of multiple
elements.

6. There are various methods for AD estimation
that are dependent on a number of factors,
including the model dimensionality, the descrip-
tors used and the underlying data distribution.
These various methods will agree to the extent
that the underlying assumptions in model devel-
opment are met.

7. There will always be an uncertainty associated
with any method for assessing (Q)SAR ADs, just
as there is always uncertainty associated with
individual (Q)SAR predictions. One type of
uncertainty is the “unexpected deviation from
the model”, and this relates to the fact that a
prediction may fall within the defined AD of a
model, and yet still be unreliable, due to the fact
that the chemical has some additional prop-
erty/feature, not accounted for by the model.
Another type of uncertainty relates to the fact
that a chemical falling outside the defined AD of
a given model may still exhibit the response
being modelled, because it elicits this response
by a mechanism not accounted for by the model
in question. 

Figure 10: Decision forest prediction
accuracy versus domain
extrapolation for binding to two
oestrogen receptors (ER232 and
ER1092)

The statistics were generated by performing 2000 runs of
10-fold cross-validation to two data sets (ER232 [ ] and
ER1092 [ ]) containing 232 and 1092 chemicals,
respectively (9). Domain extrapolation for a chemical is
defined as a percentage away from the training domain,
while the prediction accuracy for the domain is
calculated by dividing correct predictions by the total
number of chemicals in this domain.
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8. Mechanistic information can be useful as a 
supplement to information provided by mathe-
matical/statistical methods. For example, mech-
anistic information may be useful when
assessing the reliability of predictions in “empty
spaces”, or when rationalising unexpected devia-
tions from the model.

Recommendations

1. There is a need to develop a global similarity test
to determine whether the structural features in
a new test compound are covered in the original
training set of chemicals (for example, a quanti-
tative measure of uniqueness relative to the
training set).

2. Further work is needed to elaborate the concep-
tual framework proposed in this report.

3. Further work is needed to explore the possibility
of associating confidence limits with the AD.
Confidence limits could be a useful addition to
the AD, since it could be useful to have “fuzzy”
boundaries rather than simply “black and
white” boundaries.

4. There is a need to develop automated tools, to
help (Q)SAR users to appreciate the limitations
of the (Q)SAR models they are applying.
Mathematical and statistical approaches are par-
ticularly well-suited to automation via com-
puter-based tools.

5. The definition of the AD should be the responsi-
bility of the model builder rather than the model
user. The reason is that the model developer
generally has a better understanding of the
training set, the method(s) used for model devel-
opment, and the limitations of these methods. 

6. There is a need for training to improve aware-
ness of the AD concept and its implications for
the assessment and application of (Q)SAR mod-
els, and to familiarise end-users with automated
tools for the assessment of ADs.

7. This report should be used as an input to the
development of the OECD Guidance Document
on (Q)SAR Validation.
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